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Abstract-A lecturer with a good performance has a positive impact on the quality of teaching and learning. The
said quality includes the dtlivtry of ttacl‘ling materials, ltarning methods, and ultirnattly the academic results
of students. Performance of lecturers contributes signiﬁcantly to the quality of research and community service
which in turn improves the quality of ttacl‘ling materials. It is desirable, therefore, to have a method to measure
the perfc)rrnance of lecturers in carrying out the Tri Dharma (or the three responsi ility) activities, which consist
of teacl‘ling and l::arning process, research, and community service activities, including publicatit)ns at both
national and international level. This study seeks to measure the perfurmance of lecturers and cluster them into
three categories, narntl)f "satisfactt)r)f", "gc)c)d“, and "poor“, Data were taken from academic works of nursing
study program lecturers in co
lcarrﬁ\;pproaches, which is K-Means and K-Medoids algorithms. Evaluation of the clustering results suggests
that K-Medoids algorithm performs better compared to using K-Means. DBI score for clustering techniques
using K-Means is -0.417 while the score for K-Medoids is -0.652. The significant difference in the score shows
that K-Medoids algorithm works better in determining the performance of lecturers in carrying out Tri Dharma

ing academic activities. Clustering process is carried out using two machine

activities.
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1. Introduction

Performance appraisal is an activity usually carried out
by an organization or institution. Performance appr;{is‘al is
an organizcd, structured, and pcri()dic process for (lbscrving
individual pcrfmrmancc and institutional pmductivity in
accordance with prcdctcrmincd organizatiunal criteria and
goals [1]. Performance appraisal has similar meaning with
evaluation of performance [2].

Performance appraisal is implemented in many
organizations and in case of universities, it means to
assess the performance of lecturers [3]. Lecturers are
important stakeholders for tertiary education institutions
and they play the role as both educarors and scientists.
Lecturers have rcsp()nsibilitcs to cxplurc new lcnowlcdgc
and disseminate to ordinary people and students [4].
Performance evaluation of lecturers is importantto evaluate
the achievements of l‘ligl‘lcr education institutions and to
encourage lecturers to be productivr:. Lecturer activities

under evaluation include tcacl‘ling and lcarning activities,
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research activities as evidenced l')y the pul‘)lication papers,
and community service [5].

In many cases, lecturers performance is evaluated
using a form of questionnaire to students. It assesses
the aspect tcacl‘ling and lcarning activities. Tcaching
evaluation alone is certainly not sufficient because lecturer
activities are not only tcacl‘ling but also d()ing research and
community service. However, multicriteria performance
appraisal requires a spccial calculation that involves
items bcing examined. This paper describes the results of
research to calculate performance figures using the data
mining methods. Assessment aspects are transformed
into attributes of dataﬂ‘:c proccsscd. We examine two
different calculation methods namely K-Means and
K-Medoids algorithms.

Data mining is a machine lcarning apprc)acl‘l that
seeks to find knowledge from a big set of available data
utilizing artificial intclligcncc tccl‘lniqucs, statistics, and
mathematics. a mining is us‘ually npcratcd against

lill'gl_' amounts o dﬂtﬂ StOI’t’d in databascs, WJI’t’l‘lULI.St’&, or
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erred to as
owledge

other repositories [6]. Data mining is ofte
an effort to find knowledge in databases or
Discovery in Databases (KDD) [7

Many papers have discussed the application of data
mining to data from higher education institutons. The
requirements include prcdicting the lcrlgth of study of
students, assessment of student performance, lecturer
Pl:I'F(lI‘ITIaI‘lCl:, determination of collcgc promotion
strategies, selection Uf&cl‘mlarship grantees, and evaluation
of lr:arrlirlg outcomes of alumni. pplication of data
mining has been carried out to gain new lmowltdg:: about
the behavior of leaders, students, alumni, lecturers, and
university staffs which utilized decision support systems
and assisted managers in making decisions [8]. Twijri and
Noaman revealed that data mining in tertiary institutions
is one area of research that is rapidly dwclnping and
has quickly become popular because of its benefits for
the institutions [9]. Romero et al. stated that there had
been an increase in research interest to apply data mining
methods in the educational sector, so that a new term had
emerged called Education Data Mining
very useful to reveal student behavior, assist instructors,
improve teaching quality, assess and improve e-learning

: Ies carch Was

systems, and improve curricula [10].

Chalariset al. revealed that the educational process can
be improved through decision making on various processes
by utilizirlg existing knowlcdgc in the Urganizati(m's
database or thmugl‘l cullccting data with questionnaires,
which are then extracted using data mining [11]. Data
mining tcchniquc& are very useful in rnarkrtirlg anal}«slﬁ,
analysis of student acceptance selection, prt:dicting
student pcrﬁ)rrnancc, planning curriculum, anal}fzing
lcaming outcomes, and maxim izing the cfﬁcicncy of the

cduc?‘lal process [12, 13].

ata mining is a process of exploration and analysis
in an automatic or semi-automatic way to find meaningful
patterns and rules on large amounts of dara [14]. Dam
mining is one of the most common methods used to
investigate information, patterns, and rcla[inmhips
that have not yet been explored [15]. Data mining
provides benefits in many fields including e-commerce,
bioinformatics and education known as Educational Data
Mining (EDM) (16, 17].

The dcscripti(m related to % applicatiun of data
mining and its application in the world of education
inspires the author to observe the applicati(m of data
mining for assessing lecturer pcmncc, Two datamining
methods were tested namely K-Means and K-Medoids.
K-means clusterf; algorithm is a data mining technique
that groups d. ased on the distance closest to the cluster
center. While the K-medoids algorithm or also known as
PAM (Partitioning Around Medoids) uses the clustering
partitioning method to find the k cluster for objcct n,
by first ﬁndirlg initial ubjr:ct rarldornly (medoid) as
a representation for each cluster. Fach remaining (iject
is grnupcd with the most similar medoid. The k-medoid
method uses a representative Ubj as a reference point
and not the average nbjcct per cluster. The algorirhrn
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takes the input parameter k the number of clusters to be
partitioned between a set of objects n.

2. Method

There are two major processes carried out in this
research, rlarncly data mining and evaluation or validation.
The data mining process has four main stages, rmrnr:ly (a)
data collection, (b) data preprocessing, (c) data mining
and (d) analysis [18]. Evaluation or validation is done by
ClLI.StL‘I'iI'lg alg()ritl'lrn (see ﬁgurc 1).

Data collection
Data Preprocessing
Data mining

Analysis

Validation/
Ewaluation

Knowledge
Discovery

with data mini

-1

Figure 1. Knowledge Acquisiti

a. Data collection

Data for this study were obtained from the Tri
Dharma activitites of a Highcr Education institution.
The data includes aspects of tcacl‘ling, research, and
community service. Data related to the teaching aspect
was obtained from the Quality Assurance Unit. Data on
research and community service activities was obtained
from Research and Community Service Unit, and data
on lecture evaluation by students was obtained from the
Academic Administration Unit.

b. Data preprocessing
Preprocessing is needed t prepare data before the
main data mining process is carried out. Preproc

Sll‘lg
has several purposes such as cleaning data from typos,
and ﬁllirlg in table columns so thcy’ are not empty which
can cause failures in computation. Preprocessing is also to
reduce the dimensions of the data and adj ust the attributes
so that calculation may be sim pliﬁcd. Preprocessing in this
study includes grouping the raw data into the categories
of teacing, research and community service, so that this
process produces accumulated values in all of the three
aspects.

c. Data mining
Data mining method in this study is basically
clLLs‘tcrirlg, ClLLi[L‘I"lI'lg tcchniqucs@an umupcrviscd
j

learning method which partitions objects in a data set
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into several groups. There are many algurithrns that apply
distance equations such as Euclidean Distance [19] to
determine the 5irnilarity of data, which is the basis for
dcu:rrnirlirlg whether an Ubj ect goes into a particular cluster
[20]. This study examines two clustering techniques for
grouping lecturers base: their pcrfurrnancc. The two
clustt:rirlg tr:chrliqur:s are K-means and K-medoids.
K-Means clustering is a data grouping technique gt
breaks a set of objects into k clus sed on the closest
distance of an ()bjcct to a centroid cluster. The steps of the
K-means clu_s‘tcrirlg algurirhrn applitd in this study are as
follows [21] (see also Figlfe 2).

Stage 1 : Determine number of dusters in the
preprocessing dataset

Stage 2 : Randomly select an object from each cluster to
be the center location of the initial cluster or
centroid

Stage 3 : Group objccts accurdirlg to the distance closest
to the centroid

Stage 4 : Recalculate the centroid of each cluster formed
to update the centroid location

Stage 3 : Repeat steps 3 through 5 until no object has

moved to another cluster.

/ Determine the number of clusters /

[
&

Determine the center of the cluster

v

Group objecisbased on the closest
distance

v

Recalculate centroids to getnew centrods

Have cbjects movad?

Figure 2. K-means algorithm flowchart

K-medoids are also often referred to as the PAM
(Pamirlg Araound Medoids) algorithm which also breaks
the set of objects into k clusters. The stages of clustering
with the K-medoids technique are as follows [26] (see also
Figure 3).

Stage 1 : Inidalize the cluster center by ge number of
clusters (k)
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Stage 2 : Each data or object is entered into the closest
cluster based on Euclidian Distance

Stage 3 : Randomly select objects as new medoids
candidates in each cluster

Stage 4 : Each obj ectin each cluster is calculated its distance

from the new medoid candidate.

Stagr:? : Calculate the total deviation (S) by calculating the
value of total new distance - total old distance. If S
<0 is obtained, :_'xd'larlgr: the object with the data
cluster to create a new set of k objects as medoids

: Repeat steps 3 through 5 until there is no change
in the medoid, so that clusters and duster
members are obtained.

Initizlize cluster center

Stage 6

L
Selectthe object tothe nearest cluster center

v

Selectrandom objects in each cluster for
new medoids

v

Calculate the distance of sach object and
total deviation

Are there changes in
medoids?

Figure 3. K-medoids algorithm flowchart

d. Analysis

The arlalysis phasc is carried out to get the pattern
of lecturer pt'rfurrnarlct' grouping. The tool used is Rapid
Mi This tool is w‘idcly wsed in data sdence, including
for data preparation, machine learning, text mining, and
predictive analysis [22].

e.  Evaluation/validation
The evaluation process is carried out using the Davies-
uldin Index (DBI) approach. DBI was developed in 1979
y David L. Davies and Donald W. Bouldin using the DBI
metric to evaluate the performance of clustering algorithms
[23]. This evaluation metric measures the distance between
clusters and the level of data grouping within the cluster. If
the DBI value is small, the distance between largc clusters
and the distance of Ul’JjL'CLS in small dusters is a sign that

clustt:rirlg is optirnal.
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3. Result and Discussion

a. Data Collection

Data mining process using K-Means and
K-Medoids begins with collecting data. Samples were
taken from lecturer performance data from two study
programs in Universitas Muhammadiyah Kalimantan
Timur. The attributes s‘pcciﬁcd are tcaching pcrﬁlrrnancc
scores, research performance scores and community
service activities.

Teaching performance scores are calculated
against Instructional Development Training activities
(known as PEKERTI), applied approach (AA), writing

Performance Assessment of...

textbooks/references, litcrar_v works, dcvclupirlg lcarning
methods and lecturers evaluation by students. Research
performance scores were obtained from the attributes of
intellectual property rights, international-level keynote/
invited spcakcrs, national-level kcynotcfirwitcd spcakcrs,
papers in rcputablc international j(]umals, papers in
accredited national j()urrmls, papers in national journals,
works of art, sports achievements and awards. Whereas
the score for community service is derived from the
attributes oftcchrmlc)gy irnplcrncntaticm, environmental
management, tcchmllngy ;lpplicatitm, community
empowerment, and parmcrship dwclc)prncnt (see Table
1-3).

Table 1. Data collection on teaching aspects

Lecturer
Numb Respond PEKERTI A&gﬁgﬂf}d Text Books ~ Litcrature E?ﬂ:a;:"if? E})’g{“ﬁ‘;ﬁg
me {EDOM)
1 Ecl:urer 1 Yes Yes - - - 9
2 Lecturer 2 - Yes - - - 9
3 Lecturer 3 - Yes Yes - - 9
4 Lecturer 4 Yes Yes - - - 9
5 Lecturer 5 Yes - - - - 9
6 Lecturer 6 - - - - - 9
7 Lecturer 7 Yes - - - - 9
8 Lecturer 8 Yes - - - - 9
9 Lecturer 9 Yes - - - - 9
10 Lecturer 10 - - - - - 9
11 Lecturer 11 - - - - - 9
12 Lecturer 12 - - - - - 9
13 Lecturer 13 Yes - - - - 9
14 Lecrurer 14 Yes - - - - 9
15 Lecturer 15 Yes - - - - 9
16 Lecturer 16 Yes - - - - 9
17 Lecturer 17 Yes - - - R 9
18 Lecturer 18 - - - - - 9
19 Lecturer 19 Yes - - - - 9
20 Lecturer 20 Yes - - - - 9
21 Lecturer 21 Yes - - - - ]
22 Lecturer 22 - - - - - 9
23 Lecturer 23 - - - - - 9
24 Lecturer 24 Yes - - - - 9
25 Lecturer 25 - - - - - 9
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Table 2. Data collection of research aspects

Keynote Keynote .
Number Respondent IPR [nffz)];::;':' al ;‘F; gjnﬁ;i in[gfnt:iﬁgt'leal Al;gur'egl:(:]d r}:f:f::ll wﬁrdis Sg::f: Awards
invitation invitation journal journal
1 Ecturer 1 Yes - Yes - Yes Yes - - -
2 Lecturer 2 Yes - - - - Yes - - -
3 Lecturer 3 - - Yes Yes - Yes - - -
4 Lecturer 4 - - - - - Yes - - -
5 Lecturer 5 - - - - - Yes - - -
6 Lecturer 6 - - - - - Yes - - -
7 Lecturer 7 - - - - - Yes - - -
8 Lecturer 8 - - - - - Yes - - -
9 Lecturer 9 Yes - - - Yes Yes - - -
10 Lecturer 10 - - - - - Yes - - -
11 Lecturer 11 - - - - - Yes - - -
12 Lecturer 12 - - - - - Yes - - -
13 Lecturer 13 - - - - - Yes - - -
14 Lecturer 14 - - - - Yes Yes - - -
15 Lecturer 15 - - - - Yes Yes - - Yes
16 Lecturer 16 Yes - - - Yes Yes - - _
17 Lecturer 17 - - - - - Yes - - -
18 Lecturer 18 - - - - - - - - -
19 Lecturer 19 - - Yes Yes Yes Yes - - -
20 Lecturer 20 - - - - Yes Yes - - -
21 Lecturer 21 - - - - Yes Yes - - -
22 Lecturer 22 - - - - - - } R .
23 Lecturer 23 - - - - - - ) i} )
24 Lecturer 24 - - - - - Yes - - -
25 Lecturer 25 - - Yes Yes - Yes - - -

Table 3. Data collection of community service aspects

Number Respondent Appropriate  Environmental Applicationof community  Partnership

technology  management technology  development Development
1 Lecturer 1 - - Yes Yes -
2 Lecturer 2 - - Yes Yes -
3 Lectuter 3 - - Yes Yes -
4 Lecwurer 4 - - Yes Yes -
5 Lecturer 5 - - Yes Yes -
6 Lecwurer 6 - - Yes Yes -
7 Lecturer 7 - - Yes Yes -
8 Lecwurer 8 - - Yes Yes -
9 Lecturer 9 - - Yes Yes -
10 Lecturer 10 - - Yes Yes -
11 Lecturer 11 - - Yes Yes -
12 Lecrurer 12 - - Yes Yes -
13 Lecturer 13 - - Yes Yes -
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Number Respondent ?fcqlr:gllc.hi;re E:l;.‘:;.:a.ganem ! Afepclll nologyor development ]:I:ea:;:f;:::ﬁt
14 Lecturer 14 - - Yes Yes -
15 Lecturer 15 - - Yes Yes -
16 Lecturer 16 - - Yes Yes -
17 Lecturer 17 - - Yes Yes -
18 Lecturer 18 - - Yes Yes -
19 Lecturer 19 - - Yes Yes -
20 Lecturer 20 - - Yes Yes -
21 Lecrurer 21 - - Yes Yes -
22 Lecturer 22 - - Yes Yes -
23 Lecturer 23 - - Yes Yes -
24 Lecturer 24 - - Yes Yes -
15 Lecturer 25 - - Yes Yes -

b. Data pre-processing

The pre-processing phasc is carried out to cl‘l:mgt:
the dimensions of raw data into data with the attribute
scores of teaching performance, research, and community
service. Scoring of each attribute is carried out based
on Operational Guidelines for Assessing C Scores
for Academic Promotion / Lecturer Rank, Directorate
General of Scence and Technology Resources and Higher
Education, Ministry of Research, Technology and Higher
Education in 2019 [24]. Teaching performance scores are
the accumulation of each PEKERTTI attribute credir score,

applied approach, textbooks or references, literary works,
development of learning methods and EDOM. The
research score is an accumulation of each IPR attribute
credit score, international and national kt:ym)tc / invited
speakers, reputable intemnational journal publicatons,
accredited national journali, national joumals, works of
art, sports achievements, awards. Then the community
service pcrﬁ)rrnarlcc score is an accumulation of each
credit score attributes of appropriate technology service,
environmental arrangement, applicati(m,
community empowerment and partership development.

E(.‘Cl'lrl (ll ()gy

Table 4. Pre-processing results

Numb Resond Teaching Research The aspect of_ Total
P aspects aspects community service

1 Lecturer 1 39 85 6 130
2 Lecturer 2 24 50 6 80
3 Lecturer 3 44 60 6 110
4 Lecturer 4 39 10 6 55
5 Lecturer 5 24 50 6 80
6 Lecturer 6 9 10 6 25
7 Lecturer 7 24 50 6 80
8 Lecturer 8 24 10 6 40
9 Lecturer 9 24 75 6 105
10 Lecturer 10 9 10 6 25
11 Lecturer 11 9 50 6 65
12 Lecturer 12 9 10 6 25
13 Lecturer 13 39 10 6 55
14 Lecturer 14 24 35 6 64
15 Lecturer 15 39 55 6 100
16 Lecturer 16 24 75 6 105

Val. 6 No. 2 | Ocrober 2020

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477 698X




79

Performance Assessment of..

Research

The aspect of

Numb Respond aspects aspects community service Total
17 Lecturer 17 39 10 6 55
18 Lecturer 18 24 0 6 30
19 Lecturer 19 39 45 6 90
20 Lecturer 20 24 35 6 65
21 Lecturer 21 24 35 6 65
12 Lecturer 22 9 0 6 15
23 Lecturer 23 9 0 6 15
24 Lecturer 24 24 10 6 40
25 Lecturer 25 9 20 6 35

C.

Data mining

Preprocessing data is processed using Rapidminer.
ﬂlﬁ clusterin cess is carried out into three categories
by applying the K-means algorithm and K-medoids
tcchniquts‘,

The process of applying the K-Means algorithm with
Rapidminer begins with determining the centroid value.
Because it is desirable to cluster into three categories, 3
centroids are generated, namely one for each cluster (see
table 5).

pmducc 10 data items entered into Cluster_0, 9 data items
entered into cluster_1 and 6 items entered into cluster_2.
Clusters_1 with the smallest centroid value are labeled as
cluster Poor, Clusters_0 with medium centroid value are
well labeled, and Clusters_2? with hig
labeled as satisfacmry, Mcmbcrihip of each cluster can be
seen in Table 6.

T@ 7. K-medoids Centroid
Artribut uster_0 Cluster_1

sntroid value are

Cluster_2
Tabee 5. K-means Centroid Toral 0,000 35,000 65,00
Attribut  Cluster_ 0 Cluster_1 Cluster_2
- Table 8. K-medoids clustering result
Toral 66,500 2 8 100,667
Cluster category ~ Amount Members of the group

Table 6. K-Means clustering result Poor 9 Lecturer 6
Lec 8
Cluster category Amount Meml of the group L:Ll:.ll-:':rl 0
cl
Poor 9 cturer 6 Lecturer 12
Lecturer 8 Ecturer 18
Lecturer 10 cturer 22
Lecturer 12 Lecturer 23
Lecturer 18 Lecturer 24
Lecturer 22 Lecturer 25
Lecturer 23 Good 7 Lecturer 4
Lecturer 24 Lecturer 11
Lecturer 25 Lecturer 13
Good 10 gcmrer 2 Lecturer 14
cturer 4 Lecturer 17
Lecturer 5 Lecturer 20
Lecturer 7 cturer 21
Lecturer 11 isfac . ?
I 13 Satisfactory 9 ecturer 1
Lecturer 14 ll:ecmrer 3,
Lecturer 17 Saillidve
Lecturer 20 tecturer 5
ecturer 7
Lecturer 21 Lecturer 9
Satisfactory 6 Lecturer 1 EETaTE: | 5
Lecturer 3 Lecturer 16
Lecturer 9

Lecturer 15
Lecturer 16
Lecturer 19

Clustering means the process of grouping dat into
one cluster by determining the proximity of data points
on the centroid. The results of clustering with Rapidminer
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Lecturer 19

% application of the K-Medoids algorithm also
bcgirls with the determination of three centroids for the 3
targeted clusters. Centroid values obtained when processing
data with Rapidminer are shown in Table 7 with different
centroid values from the centroid determination results
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for the K-Means method. Clusters with satisfactory labels
have centroids at the number 90, while clusters with good
and bad labels have centroids of 65 and 35 respectively.

Clustering with the K-Medoids method produces
a number of data items that are somewhat different for
each cluster. Cluster 0 which has a mtisfactury label has
9 members. Cluster_1 with the label is not good getting 9
data items. Whereas Cluster_2 with gm)d label gets 7 data
iterns (see Table 8).

d.  Analysis

Table 5-8 shows that clustering with the K-Means and
K-Medoids methods gives different results in many ways.
The centroid point calculation results give different values
for the sam@@luster label. For example, for the cluster
Satisfactory, the K-Means method places the centroid at
a value of 100.7 while the K-Medoids method puts the
centroid at a value of 90.0. As a result, it certainly can
be expected, the number of data items entered into each
cluster becomes different.

Table 9. Compa.risonﬁ:lusters between K-means and
K-medoids techniques

Cluster K-means K-medoids
category
Poor Amount = 9 lecturers  Amount = 9 lecrurers
Members: Members:
Lecturer 6 Lecturer 6
Lecturer 8 Lecturer 8
Lecturer 10 Lecturer 10
Lecturer 12 Lecturer 12
ﬁ(urer 18 E(urer 18
turer 22 turer 22
Lecturer 23 Lecturer 23
Lecturer 24 Lecturer 24
Lecturer 25 Lecturer 25
Good Amount = 10 Amount = 7 lecturers
lecturers bers:
mbers: turer 4
turer 2 Lecturer 11
Lecturer 4 Lecturer 13
Lecturer 5 Lecturer 14
Lecturer 7 Lecturer 17
Lecturer 11 Lecturer 20
Lecturer 13 Lecturer 21
Lecturer 14
Lecturer 17
Lecturer 20
Lecturer 21
Satisfactory  Amount = 6 lecturers  Amount = 9 lecturers
bers: mbers:
turer 1 turer 1
Lecturer 3 Lecturer 2
Lecturer 9 Lecturer 3
Lecturer 15 Lecturer 5
Lecturer 16 Lecturer 7
Lecturer 19 Lecturer 9
Lecturer 15

Lecturer 16
Lecturer 19

27
Furthermore, it can be seen in Table 9 that shows
how the two methods placc each data item in a cluster. to
group data items into the same and different categories.
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Both methods put9 of the same data items into the cluster
Poor. Meanwhile, the K-Means method places 10 data
items in a cluster Good and 6 data items in the cluster
Satisfactory. The K-Medoids method places 7 data items
in either cluster and 9 data items in cluster Satisfact()ry,
Cluster placcrncrlt discrcparlcics occur for Lecturer 2,
Lecturer 5 and Lecturer 7 data items. All three data items
have the same attribute values based on the pre-processing

data in Table 4.

e. FEvaluation/validation

clLl.Stl.‘I'iI‘lg with two different methods, nam cl}f
K-Means and K-Medoids has resulted in a somewhat
different data cluster. The next question is which method
gives better or more accurate results. Toanswer this question,
a standardized or agrcchup(m measuring instrument is
needed. One of the measurement tools that can be used to
determine which method is more ()ptimal in the cluﬁtcring
process is the Davies-Bouldin Index (DBI). The more
optimal clustering results will have a smaller DBI value.
Table 10 presents the DBI values fog'nc results of lecturer
performance data clustering using the K-Means method
(first row) and K-Medoids (second row). DBI results from
clustering using the K-Means method are -0.417 while
DBI results from clustering using the K-Medoids method
are -0.652. The DBI number indicates that the K-Medoids
method in this situation results in more (lptimal clmtcring
than the K-Means method.

Table 10. Comparative evaluation results bawem@nem

and K-medoids
Numb Clustering Technique  DBI evaluation value
1 K-Means -0.417
2 K-medoids -0.652

4, Conclusion

In this research, we have conducted a clmtcring
process on lecturer performance data in carrying out
tcacl‘ling activities, research and publicatit)m‘, as well as
community service. Data obtained from records of lecturer
activities in two stud)f programs, i.e. Nurse and Pharrnaqc
We examine 6 attributes of tcaching activities, 9 attributes
of research and publicati(m activities, and 5 attributes of
community service activities. In pre-processing, a score is
put for each activity based on the Credit Score Assessment
Guidelines for Academic Promotion of Lecturers, then
rcducing the dimensions by accurnulatirlg scores for each
activity.

We  examine two %scering methods, namely
K-Means and K-Medoids. Both methods provide three
clusters with three different centroid points. Placement of
data items into each cluster is somewhat different. Both
clustcrirlg methods placc 9 of the same data items into
cluster Poor. The K-Means method places 10 data items in
cluster Good and 6 data items in the cluster Satisfactory.
Whereas the K-Medoids method places 7 data items

in cluster Good and 9 data items in cluster Satisfactory.
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Evaluation of the dl ERering results with DBI (Davies
Bouldin Index) gives a value of -0.417 for the K-Means
method and a value of -0.652 for the K-Medoids method.
The last fact suggests that the K-Medoids method shows
better clustering results than K-Means.
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