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Tingkat Pemahaman Mahasiswa terhadap Mata Kuliah 

Siti Lailatus Soimah1*, Rofilde Hasudungan2 

1,2Teknik Informatika, Universitas Muhammadiyah Kalimantan Timur, Jl. Ir. H. Juanda  

No.15, Sidodadi, Kec.Samarinda Ulu, Kota Samarinda, Kalimantan Timur 75124, 

Indonesia 
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  ABSTRAK 

Dalam proses belajar mengajar tingkat pemahaman mahasiswa terhadap mata kuliah 
merupakan salah satu hal utama yang penting bagi berjalannya proses kegiatan 
perkuliahan. Maka dari itu perlu adanya prediksi Tingkat Pemahaman Mahasiswa 
Terhadap Mata Kuliah menggunakan algoritma rough set dan algoritma naïve bayes 
tujuan peneliitian ini ingin mengetahui performa naive bayes dan rough set dalam 
memprediksi Tingkat Pemahaman Mahasiswa Terhadap Mata Kuliah dan 
mengkomparasi hasilnya dengan algoritma naive bayes saja. Jumlah data yang 
digunakan untuk proses pengujuan kinerja algoritma adalah 146 data mahasiswa dengan 
rasio 30% data testing 70% data training hasil pengujian algoritma rough set dan naïve 
bayes menghasilkan akurasi  67.14%, sedangkan metode naïve bayes tanpa rough set 
mengkasilkan akurasi 62.44%. Berdasarkan evaluasi diketahui bahwa penggunaan 
metode rough set dapat meningkatkan hasil prediksi pada klasifikasi naïve bayes dari 
hasil akurasi 62.79% menjadi 67.44% Sehingga penggunaan rough set dan naïve bayes 
sangat bagus dan dapat diterapkan dengan sangat baik, dan dapat digunakan dalam 
memprediksi tingkat pemahaman mahasiswa terhadap mata kuliah pemprogaman 
berbasis objek (PBO). 

Kata kunci: Rough Set; Naïve Bayes; Tingkat Pemahaman Mahasiswa; Confusion 

Matrix; Accuracy. 
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Understanding of the Course 

Siti Lailatus Soimah1*, Rofilde Hasudungan2 

1,2Teknik Informatika, Universitas Muhammadiyah Kalimantan Timur, Jl. Ir. H. Juanda  

No.15, Sidodadi, Kec.Samarinda Ulu, Kota Samarinda, Kalimantan Timur 75124, 

Indonesia 

*Email Corresponding Author: Lailatussoimahsiti@gmail.com  

ABSTRACT 

In the learning process the level of student understanding of the subject is one of the 
main things that is important for the course of the lecture activity process. Therefore it is 
necessary to predict the level of student understanding of the course using the rough set 
algorithm and the naïve Bayes algorithm. The purposes of this research is to determine 
the performance of naive Bayes and rough set in predicting the level of student 
understanding of the course and to compare the results with the naive Bayes algorithm 
only. The amount of data used for the process of testing the performance of the algorithm 
is 146 student data with a ratio of 30% data testing 70% data training the results of 
testing the rough set and naïve Bayes algorithms produce an accuracy of 67.14%, while 
the naïve Bayes method without rough set produces an accuracy of 62.44%. Based on 
the evaluation it is known that the use of the rough set method can increase the 
prediction results in the naïve Bayes classification from 62.79% to 67.44% accuracy. So 
the use of rough set and naïve bayes is very good and can be applied very well, and can 
be used in predicting students understanding of the eye object-based programming 
course. 

Keywords: Rough Set; Naïve Bayes; Student Understanding Level; Confusion Matrix; 

Accuracy 
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1.  Introduction 

Through higher education at the Muhammadiyah University of East Kalimantan 
(UMKT). Students are guided to become experts, professionals in a science or scientific 
field, in situations of participating in lecture activities which include activities to listen to 
lecturers, think, argue, ask questions and various other activities [1]. In the teaching and 
learning process the level of student understanding of the subject is one of the main 
things that is important for the course of the lecture activity process. In addition to the 
high willingness to learn from students, lecturers also have an important role in delivering 
lecture material that students can understand. Especially with regard to how a lecturer 
conveys the content of lecture material. Each lecturer who provides material has a 
different learning method for his students. differences in the way lecturers teach greatly 
affect the results that will be obtained by students when the lecture process takes place. 
In addition, several factors that affect the level of student understanding such as learning 
comfort, securing learning and so on are also very influential on student understanding. 
The presence of students who understand and do not understand greatly impacts the 
success of the learning process, therefore a prediction of the level of student 
understanding is very important. 2]. In previous research there were researchers who 
predicted the level of student understanding such as [3] rough set method, [4] rough set 
method, [5], [6] case based learning method, [2] C4.5 algorithm method, [7] k-means 
clutering algorithm method, [8], [9] quantitative method, [10], [1] using the naïve Bayes 
method. 

Naive Bayes itself is a method that has advantages such as speed and a very 

accurate level of accuracy in classifying data. Naive Bayes is a classification method that 

is very effective and efficient in testing large datasets to determine patterns in the past 

and look for functions that will become patterns of assessing data in the future. This 

algorithm aims to classify data in certain classes (Patrimurti & Septiani, 2020). In previous 

studies, there were studies using the naïve Bayes method, including, [11] to predict 

student graduation on time, [12] to predict student achievement, [13] to predict students 

taking courses, [14] to predict student study period based on factors related to student 

academics, [15] for predicting student graduation on time, [16] for predicting graduation 

rates on time, [12] using naïve bayes for student data analysis. Naïve Bayes also has 

drawbacks, namely when certain parameters are empty or have no value and Naive 

Bayes excludes them, this affects the quality of the results issued, so a method is needed 

to select the best parameter, namely the rough set which can reveal hidden patterns in 

the data and help predict. 

The Rough set method is a method that can deal with vague and inconsistent data. 

Rough sets are widely used, especially in selecting attributes such as Hasudungan and 

Wawan (2021). In previous studies, there were several studies that used the rough set to 

select attributes for naïve Bayes, such as (Rofile Hasudungan, Wawan joko Pranoto 

2021) which used the rough set to select attributes for predicting student achievement. 

The results of the analysis show that the proposed model has an accuracy level of 77 

.5%, and a lower yield of 69%. (Devi Silvia Siltonga, et al. 2019) Predicting the level of 

student understanding on the test results showed an accuracy of 88.24%, namely 8 

respondents stated they did not understand and 60 respondents stated they understood 

the level of student understanding of the subject based on their sitting position. With class 

precision, the prediction of not understanding has a value of 0%, while the prediction of 

understanding has a value of 88.24%. Class recall on true does not understand has a 

value of 0%, while on true understand has a value of 100%. (Hajering, 2021) predicts 

factors that affect the level of student understanding. The results of this study indicate 

that learning methods have a positive and significant effect on course understanding. 

Therefore in this study the authors will use rough sets to improve the accuracy of naïve 

Bayes to select the best features and eliminate redundant features, and use this method 

to improve the performance (accuracy) of naïve Bayes in predicting students' level of 

understanding of the course. 
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2. Related Works 

The level of student understanding is the degree or level of someone's response to 

things that are very important in learning something. The level of understanding 

possessed by a student is very influential in accepting a course material that is being 

followed. The level of student understanding is strongly influenced by many factors such 

as learning readiness, learning order and so on [1]. Therefore the importance of an 

analysis in predicting the level of student understanding makes many researchers 

conduct research on this matter using various algorithms such as the Rough set 

algorithm, the C4.5 algorithm, the Naive Bayes algorithm and so on. The following is a 

related research table that discusses predictions of student understanding levels listed in 

table 2.1 

Table 1 Previous research 

Author Information 

Nurul Rofiqo, Dkk[2] 

Applying the C4.5 algorithm to predict the level of student 

understanding of the course. The accuracy obtained is 

87.10%. 

Algoritma et al[4] 

Using the C4.5 algorithm to determine the classification level 

of student understanding of programming language courses. 

The accuracy obtained is 84.38%. 

Raharjo & windarto[3] 
Predict the level of student understanding of the course. The 

accuracy obtained is 53%. 

Mutmainnah & 

Infokam[6] 

Using Naïve Bayes to predict student study period based on 

factors related to student academics. The accuracy obtained 

is 85.17%. 

Astuti et al[17] 

Naïve Bayes to predict the level of student understanding of 

the data structure algorithm course. The accuracy obtained 

is 69.23%. 

Siltonga & Dewi[1] 

Analysis of the Naïve Bayes method predicts the level of 

student understanding of the subject based on sitting 

position. The accuracy obtained is 88.24%. 

Eka Sabna, Muhardi 

[18] 

Using the Decision Tree algorithm to predict academic 

achievement based on socioeconomic, motivation, lecturer 

role, discipline and learning outcomes. The accuracy 

obtained is 65%. 

Abdul Rohman, Sri 

Mujiyono [19] 

Using Decision Tree C4.5 in order to get a decision tree 

model with variables or grade point attributes that affect 

student graduation predicates. The accuracy obtained is 

71.67%. 

Riski Annisa dan 

Agung Sasongko [20] 

Using Naïve Bayes to predict student academic scores by 

utilizing probability calculations and past data statistics to 

predict future data based on previous data. The accuracy 

obtained is 96.24%. 
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Ahmad Fauzi dan 

Tukiyat [21] 

Using the Decision Tree and Naïve Bayes the results of the 

accuracy of the Naive Bayes method remain the greatest, 

even though the increase in accuracy after optimization is 

lower than the Decision Tree method. The accuracy 

obtained is 94.47%. 

Aspiah & Tagfirul 

Azhima Yoga 

Siswa[22] 

Implementation of correlation based feature selection (CFS) 

to increase the accuracy of the C4.5 algorithm in predicting 

student academic performance based on learning 

management systems. The accuracy obtained is 97.22%. 

3. Rough Set 

Rough Set theory was first introduced by Pawlak, who stated that Rough set is a 
mathematical method for dealing with inconsistent and ambiguous data (Pawlak, 1982). 
In addition, the advantage of this method is that it does not require parameters or input 
because the information related to the data is taken from the data itself (Pawlak, 1991). 
And Pawlak proposes that gross set theory is founded on the assumption that with every 
member of the universe of discourse we relate some information. The concept of a rough 
set is a new mathematical technique for dealing with obscurity, imprecision, and 
uncertainty (Pawlak & Skowron, 2007. The following flowchart for solving the rough set 
algorithm can be seen in Figure 1. 

 

 
Figure 1. Rough set finishing flow 

The following is a description based on the rough set algorithm completion flow as 

a solution : [23] 

1.   Information Table is a table consisting of columns and rows containing data, where 
the columns are labeled with attributes, and the rows are filled with the values of the 
attributes. With system information like S = (U,A,V, f ), where U is the set of objects, A 
is the attribute set which cannot be empty, V=ՍaЄAVa, Va is the domain attribute A, 
f:U×A → V is a total function such that f(u,a) Є Va , for every f(u,a) Є U×A, is called 
the information or knowledge function. The table must have one decision attribute 
(Decision information system) which cannot have an empty value. With system 
information as follows D = (U, A Ս {d}, V, f, where U, A, V and f correspond to D and 
{d} are decision attributes where {d} Ո A ≠ Ø). 

2.    Indescernibility Relation is an idea between objects that can be defined, have 
similarities so that they can be put together. By definition S = (U,A,V,f ) becomes an 
information system and B will become part of A two elements x,y Є U is said to be B-
indescernible (cannot be distinguished by the set of attributes B  A in S) if only f (x,a) 
= f (y,a) for every a Є B. 

Reduct

Dependency of Attributes

Set Approximations

Indescernibility Relation

Information Table
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3.   Set Appromaximations is grouping the results of the Indescernibility relation which is 
used to define approximations as a basic concept in the rough set algorithm, to 
determine the lowest estimate and the top estimate in a set can be defined as follows 
S = (U,A,V, f ) becomes an information system and B will being a part of A, X will be a 
part of U. The B-lower approximation of X can be denoted as B̲ X), and the B-upper 
approximation of X can be denoted as B̅(X). So it can be defined by equation 1. 
 
 B ̲(X) = {𝑥 Є U ┤|[𝑥]  B  X} dan               (1) 

 B ̅(X) = {𝑥 Є U┤|[𝑥]B Ո X ≠  Ø }      
Another Another important problem is looking for or finding dependencies between 
attributes, with the definition S = (U,A,V, f ) being an information system, D and C 
being part of A. Attribute D will functionally depend on attribute C, so it can be denoted 
C  D, if each value of D (decision) is exactly related to the value of C. Dependency of 
Attributes is a step to calculate the consistency of each attribute with the following 
definition S = (U,A,V,f ) to be a system information, D and C become part of A. D's 
dependency on C is in level k (0≤k≤1), with the notation C k D. Then it can be 
defined by equation 2.  

 

𝑘 =  
∑ x Є U/D  |C̲(X)|

|U|
        (2) 

4.   Reduct is the process of minimizing the set of attributes. By recalculating using the 
previous steps to be applied to each existing attribute, so as to get the best attribute 
and not reduce the attribute's consistency value. With the following definition S = 
(U,A,V,f ) being an information system, and B being part of A, if B has an effect on 
attribute consistency it becomes excessive, it can be discarded with the notation B if U 
/ (B – {b}) = U / B, if it doesn't affect the consistency of the attributes then it is very 
necessary. The following is a table of previous research using roughset as an attribute 
selection feature as shown in table 2. 

 
Table 2 Previous Rough Set Research 

Author Information 

[24] Applying the naïve Bayes model for student data analysis. The accuracy results 

obtained are 68.09%. 

[3] Application of matching learning with the concept of data meaning roughset to 

predict the level of student understanding of courses. The results obtained are 

90 rules. 

[25] Implementation of the rough set algorithm with Rosetta software for predicting 

learning outcomes. The accuracy results obtained are 14 rules. 

[26] Implementation of the Dana Naïve Bayes rough set algorithm to obtain rules in 

selecting applicants for houses of worship facilities. Accuracy results obtained 

92% 

[27] Implementation of rough set algorithm in predicting children's intelligence. The 

accuracy results obtained are 13 rules. 

4. Maximum Dependency of Attributes 

The Maximum dependency attributes method is a rough set algorithm based on 

attribute selection that can find dependencies between attributes and can reduce 

redundant attributes. In reducing redundant attributes, you can use a method by 

calculating the dependence between one attribute and another based on the maximum 

dependency value of the attribute on the data [28]. As for the steps for implementing the 
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maximum dependency attributes, it requires several stages of completion as shown in 

Figure 2 below. 

 

Figure 2. MDA Solution Flow 

The following is a description of the maximum dependency attribute completion 

scheme as a method of calculating attribute dependency: [29]. 

1.   Equivalence class is the first stage in applying the MDA rough set algorithm to find 
the equivalence class on each attribute of the set U by using the indiscernibility 
relation on each attribute with the definition S = (U,A,V,f ) being an information 
system, D and C being part of A If D is completely dependent on C, then 𝛼𝐵 (𝑋) ≤ 𝛼𝐶 

(𝑋), for all members 𝑋 ⊆ U. Based on this definition, IND(C) ⊆ IND(D) can therefore be 
applied to equation 2.4. 
 

         𝐷(𝑋)  ⊆  𝐶(𝑋)  ⊆  𝑋 ⊂  𝐶(̅𝑋)  ⊆  �̅�𝑋    (3) 

2.   Determine dependency is the next step in determining the maximum dependence of 
the attribute ɑʲ with respect to all attributes ɑᵢ, but ɑʲ ≠ ɑᵢ. As for the application, you can 
use equation 4. 
 

D(R̲(X), R̅(X)) =  1 −
|R̲(X) Ո R̅(X)|

|R̲(X)U R̅(X)|
 , = 1 −

|R̲(X)|

|R̅(X)|
 , = 1 −  𝑎𝑅(𝑋)                             (4) 

 
3.   Select the maximum is the stage of selecting the maximum dependency of each 

attribute The maximum attribute dependency level can be determined based on the 
more attributes that have the same value will get a dependency value. By definition S 
= (U,A,V, f ) becomes an information system, S = (U,A,V, f ) becomes an information 
system and 𝐶1, 𝐶2, … , 𝐶𝑛 so that 𝐷 becomes part of 𝐴. If 𝐶1 ⇒𝑘1 𝐷, 𝐶2 ⇒𝑘2 , ... 𝐶𝑛 

⇒𝑘 ( 𝛼𝐶2 (𝑋) ≤ 𝛼𝐶1 (𝑋) For every 𝑋 ⊆ U. As for Equation 5. 
 

αD (X)≤ αCn (X) | kn ≤ kn-1 ≤ ⋯ ≤ k2 ≤ k1 |  

[x]Cn ⊆ [x]Cn-1                                                 
(5)     

 

5. Naïve Bayes 

Naïve Bayes is a classification algorithm based on the Bayesian theorem in 

statistics and can be used to predict the probability of class membership. Naïve Bayes 

calculates the value of the posterior probability P(H|X) using the probabilities of P(H), 

P(X), and P(X|H) where the value of X is testing data whose class is unknown. The value 

of H is the hypothesis of data X which is a more specific class. The value of P(X|H) or 

also called likelihood, is the probability of hypothesis X based on condition H. The value 

of P(H) or also called prior probability is the probability of hypothesis H. Meanwhile, the 

value of P(X) is also called predictor prior probability, is the probability of X [30]. 

 
𝑃(𝐻|𝑋) =  

𝑃(𝑋|𝐻). 𝑃(𝐻)

𝑃(𝑋)
   

             (6) 

 

Select The Maximum

Determine Dependency

Equivalence Class
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Information: 

X   :Data with an unknown class 

H   :The data hypothesis is a specific class 

P(H|X)  :Probability of hypothesis H based on condition X (posteriori probability) 

P(H)   :Probability hypothesis H (probability prior) 

P(X|H) :The probability of X is based on the conditions in the H hypothesis 

P(X)        :The probability of X 

Naïve Bayes algorithm has the advantage that it is considered fast and strong, 

especially when dealing with big data. And naïve Bayes considers all attributes to be the 

same, and that's why naïve Bayes is called naïve. 

6. Evaluation 
Evaluation is a process in data analysis to measure the model that has been 

produced. There are many tools that can be used to measure the performance of an 

algorithm, one of which is using accuracy, evaluation measurements on the role of 

classification data maining are measuring accuracy and calculating accuracy based on 

the confusion matrix. Confusion matrix is one way that is often used in the evaluation 

process of classification data mining models by predicting the truth of objects. The testing 

process utilizes the confusion matrix which places the prediction class at the top of the 

matrix then the observed sources are placed on the left of the matrix. Each matrix cell 

contains a number that displays the actual number of cases of the class being observed 

[31]. Table 3 describes an example of a classification process confusion matrix. To 

measure the accuracy of the model, you can apply equation 7 which is used to calculate 

the results of accuracy, while to calculate the error rate you can define it with equation 8, 

and to calculate the precision, measure the data that has been predicted positively with 

the reality that correct and incorrect can use equation 9. Lastly, to calculate the sensitivity 

(recall) of many successful data when predicted with a comparison of all data which is in 

fact positive, you can use equation 10. 

 
Table 3 Confusion matrix 

 Action True Action False 

Predict True TP FP 

Predict False FN TN 

 
Information : 

1.   TP (True Positive) are the correct class observations and the correct predictions. 
2.   TN (True Negatif) is a correct class observation with a wrong prediction. 
3.   FP (False Positive) is an incorrect class observation with a correct prediction. 
4.   FN (False Negatif) is the wrong class observation with the wrong prediction. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑠𝑖 =   
TP + TN

TP + FP + FN + TN
 

(7) 

𝐸𝑟𝑟𝑜𝑟 =   
FP + FN

TP + FP + FN + TN
 

(8) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑠𝑖 =  
TP

TP + FP
 

(9) 
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𝑆𝑒𝑛𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(10) 

7. Methodology 

To solve the research problem, we designed the research stages as shown in 

Figure 3.1. The figure shows the stages of research carried out using 2 methods, namely 

method A: using Rough Set and Naïve Bayes, method B: using Naïve Bayes only. In 

general, the research stage for method A is to eliminate attributes that are not useful in 

processing data using Rough Set. Then the attributes that have been eliminated are 

continued to the Naïve Bayes stage to classify by predicting opportunities, and evaluation 

is carried out to determine the results of accuracy. As for method B does not use the 

rough set, after going through the Naïve Bayes process it proceeds to Evaluation to 

determine the results of accuracy. Both will be compared in Comparison to determine 

which method produces the most perfect accuracy value. 

 

 
 

Figure 3. Research Stages 

7.1. The data in this study were obtained from Informatics Engineering students class of 

2021, Faculty of Science and Technology. In the questionnaire, the researchers used a 

Likert scale as respondents. The Likert scale is a scale used to measure attitudes and 

opinions. In the Likert scale there are 5 choices with gradations from very good, good, 

fair, bad, and very bad [32]. Questionnaires with a Likert scale will be distributed to 

students in the form of a Google Form, with the attributes used obtained from [33]. The 

following attributes are shown in Table 4. 

Table 4 Attribute Collection 

NO Question Grades/Answer Choices 

A1 Name Student's full name 

A2 NIM Student ID Number 

A3 Gender Student gender 

Competency items pendagogik A4 – A20 

A4 Readiness to give lectures and/or practice/practicum 1. Very Good 

2. Fine 



13 

 

A5 Regularity and order in the administration of lectures 3. Enough 

4. Bad 

5. Very Bad A6 The ability to liven up the classroom atmosphere 

A7 
Clarity in conveying material and answers to 

questions in class 

A8 Utilization of learning media and technology 

A9 Diversity of ways of measuring learning outcomes 

A10 Providing feedback on assignments 

A11 
Appropriateness of exam material and/or course 

assignments 

A12 
The suitability of the value given to the learning 

outcomes of professional competency items is 

A13 
The ability to explain the subject matter or topic 

appropriately 

A14 
Ability to provide relevant examples of the concepts 

being taught 

A15 
The ability to explain the relationship between the 

fields/topics being taught and other fields/topics 

A16 
The ability to explain the relationship between the 

fields/topics being taught and the context of life 

A17 Mastery of the latest issues in the field being taught 

A18 
The use of research results to improve the quality of 

lectures 

A19 

Involving students in research/study and/or 

development/engineering/design carried out by 

lecturers 

A20 
Ability to use a variety of international communication 

technology item competence is 

Professional competency items A21 – A26 

A21 Authority as a personal lecturer 

1. Very Good 

2. Fine 

3. Enough 

4. Bad 

5. Very Bad  

A22 Wisdom in making decisions 

A23 Be an example in attitude and behavior 

A24 One word and action 

A25 
The ability to control oneself in various situations 

and conditions 
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A26 
Fair in treating students the social competency 

item is 

Professional competency item A27 – A31 

A27 Ability to express opinions 

1. Very Good 

2. Fine 

3. Enough 

4. Bad 

5. Very Bad 

A28 
Ability to convey criticism, suggestions, and 

opinions of others 

A29 
Get to know the students who attend the course 

well 

A30 
Easy to get along with colleagues, employees and 

students 

A31 Tolerance for student diversity 

A32 Object-oriented programming course grades Course grades 

8. Results and Discussion 
8.1. Data Penelitian 

The data taken was obtained from a Google Form questionnaire through students 

taking PBO (object-based programming) courses in Informatics Engineering study 

program class of 2021. Data collection was carried out in two ways, namely distributing 

questionnaires via the class WhatsApp group and distributing them directly to students 

when conducting offline learning process in class Students who participated in filling in 

the data totaled 146 students, with attributes on the questionnaire such as very good, 

good, fair, bad and very bad. In this study, 146 student data from Muhammadiyah 

University of East Kalimantan (UMKT) will be used as predictions. 

 

 
 

Figure 4. The number of student data for PBO courses class of 2021 

8.2. Data Processing 
Data The data that has been collected from the results of the questionnaire will 

then be processed so that it can be used in the attribute selection process and the 

classification process. The data cannot be empty or of categorical data type. In data 

processing carried out several stages, namely data cleaning and data transformation 

8.2.1. Integrasi Data 

The data integration stage is combining student data that has been obtained from 

the questionnaire with value data from object-oriented programming (PBO) lecturers into 

one unified data based on name. So it can be combined as in example 5. 
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Tabel 5 Combined table of student data and value data 

No A2 A3 A4 …. A32 

1 

 
2111102441032 L Very good …. 90 

2 2111102441108 L Very good … 70 

3 2111102441074 P good …. 40 

… … … …. …. …. 

146 2111102441149 L Very good …. 65 

A32 attribute data was obtained from object-oriented programming (PBO) 

lecturers, sample data can be seen in table 6 as follows. 

Tabel 6 Table of Course Grades 

No. Nim nilai 

1 2111102441142 75 

2 2111102441003 70 

3 2111102441038 60 

4 2211102441207 55 

… … … 

148 1911102441024 40 

8.2.2. Integrasi Data 
The data cleaning phase is carried out to remove incomplete or empty data, which 

has no value and duplicated data so that it can be used for the process of selecting 

attributes and classification. After checking the data, there were 146 student data for the 

2021 batch and no duplicated or blank data was found in the data. So that it can be 

combined as in the example of object-based programming (PBO) student data that has 

gone through the cleaning stage. 

8.2.3. Data Transformation 

The data transformation stage was carried out to change the numeric type data to 

categorical, the transformation in this study was carried out so that it could be used for 

attribute selection and classification. By changing to adjust the table contained in table 7. 

Table 7 Assessment Norms Based on Academic Programs 

LETTER NUMBER FINAL SCORE PREDIKATE INFORMATION 

A 4 ≥80 Very Good 

Graduated 
AB 3,5 75-<80 

Good B 3 70-<75 

BC 2,5 65-<70 
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C 2 60-<65 Enough 

D 1 50-<60 Not Enough 

Not Pass E 0 <50 
Fail 

T 0 Tertunda 

Table 8 Example of data that has been transformed 

No A2 A3 A4 … A32 

1 2111102441032 L Very Good … Graduated 

2 2111102441108 L Very Good … Graduated 

3 2111102441074 P Good … not pass 

… … … … … … 

146 2111102441149 L Very Good … Graduated 

 
8.3. Pemilihan Atribut dengan Rough Set 

After processing the data, the data is ready to be processed using the rough set. In 

the 2021 class student data there are 32 attributes used consisting of 31 condition 

attributes and 1 student course value attribute. To perform attribute selection, the rough 

set algorithm can be applied. Because the use of many attributes will affect the results 

and computation time. The initial step in implementing the rough set algorithm requires a 

data consistency value that can be achieved through the completion scheme of Figure 1. 

The range of data consistency values ranges from 0 to 1, with the meaning 0 indicating 

inconsistent data and 1 indicating consistent data. Based on 146 student subject data 

(PBO), a consistent value equal to 1 was obtained, which stated that the data was 

consistent. The consistency value is calculated using the Google Colab web application 

and the python rst-tools library which can be used to write programs, while the 

programming language used is the python programming language. 

Table 9 The result of the calculation of the MDA attribute dependency 

Symbol Maximum Dependency 

A7 0.14383561643835616 

A23 0.03424657534246575 

A15 0.0273972602739729 

A17 0.02054794520547945 

A8 0.0136986301369863 

A12 0.00684931506849315 

 
Based on the data consistency value, attribute reduction is carried out so that the 

best attribute results are 6 condition attributes, from the initial attribute which totals 31. 

The 6 best condition attributes are clarity in conveying material and answers to questions 

in class (A7), utilization of media and learning technology ( A8), the suitability of the value 

given with the learning outcomes of professional competency items is (A12), the ability to 
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explain the relationship between the field or topic being taught with other fields or topics 

(A15), mastery of current issues in the field being taught (A17), becomes example in 

attitude and behavior (A23). The results of selecting this attribute will be used in 

classification while the remaining 25 attributes will be deleted because they are not used. 

8.4. Classification with Naïve Bayes 
At this stage the researcher will carry out the data classification process using the 

naïve Bayes algorithm. In carrying out the classification process, researchers used a data 

analysis application, namely rapid miner. In this process it will be divided into 2 models as 

shown in the research stages flowchart 3.1, the first model will classify using all 32 

attributes. Whereas the second model will classify using the best attributes that have 

been selected by the rough set, so all of these experiments are carried out by dividing the 

data into two parts. Where the data is divided in half with a percentage of 70% data for 

training and 30% data for testing, totaling 103 data and testing 43 data. Then calculate 

the probability value using the naive Bayes algorithm on the decision attributes labeled 

"passed" and "failed" with training data of 103 data. The decision attribute obtained with 

the label “passed” was 108 data, “did not pass” was 38 data. 

 

𝑃 (𝐼𝑁𝑖𝑙𝑎𝑖 = 𝐿𝑢𝑙𝑢𝑠) =   
75

103
 =  0,72815534 

𝑃 (𝐼𝑁𝑖𝑙𝑎𝑖 = 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
28

103
 =  0,27184466 

Next, calculate the supporting attribute values in the training data using formula 

2.1. The following is an example of calculating the probability value of the A4 attribute 

with the labels "Very Good", "Good", "Enough", "Poor", "Very Bad". Subsequent 

calculations are based on A32 with the label "Passed", "Failed". Here's how to calculate 

the probability value of the A4 attribute:: 

𝑃 (𝑆𝑎𝑛𝑔𝑎𝑡 𝐵𝑎𝑖𝑘 | 𝐿𝑢𝑙𝑢𝑠) =   
15

75
 =  0,2 

𝑃 (𝐵𝑎𝑖𝑘| 𝐿𝑢𝑙𝑢𝑠) =   
35

75
 =  0,46666667 

𝑃 (𝐶𝑢𝑘𝑢𝑝| 𝐿𝑢𝑙𝑢𝑠) =   
24

75
 =  0,32 

𝑃 (𝐵𝑢𝑟𝑢𝑘| 𝐿𝑢𝑙𝑢𝑠) =   
1

75
 =  0,01333333 

𝑃 (𝑆𝑎𝑛𝑔𝑎𝑡 𝐵𝑢𝑟𝑢𝑘| 𝐿𝑢𝑙𝑢𝑠) =   
0

75
 =  0 

𝑃 (𝑆𝑎𝑛𝑔𝑎𝑡 𝐵𝑎𝑖𝑘| 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
8

28
 =  0,28571429 

𝑃 (𝐵𝑎𝑖𝑘| 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
14

28
 =  0,5 

𝑃 (𝐶𝑢𝑘𝑢𝑝| 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
5

28
 =  0,17857143 

𝑃 (𝐵𝑢𝑟𝑢𝑘| 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
1

28
 =  0,03571429 
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𝑃 (𝑆𝑎𝑛𝑔𝑎𝑡 𝐵𝑢𝑟𝑢𝑘| 𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   
0

28
 =  0 

Then calculate all the values obtained for each attribute that will be used in 

classification with formula 2.1 which is applied to the 1st testing data. 

 
𝑃 (𝐿𝑢𝑙𝑢𝑠) =   0,46666667 × … × 0,72815534 =   0.759 

𝑃 (𝑇𝑖𝑑𝑎𝑘 𝐿𝑢𝑙𝑢𝑠) =   0,5 × … ×  0,27184466 =   0,241 

The results of the calculation above can be seen that the probability value of 

"Pass" is greater than the value of not passing. So that the prediction of the 1st testing 

data can be said to have passed. 

8.5. All Attribute Classification Model 
The classification stage with a model that uses all 31 condition attributes and 1 

decision attribute, can be seen in table 9 and is applied to the testing data. 

Table 10 Classification Results of All Attributes 

No A4 … A32 Nilai Hasil prediksi 

1 Good … Graduated 0.759 Graduated 

2 Good … not pass 0.217 not pass 

3 Very Good … Graduated 0.634 Graduated 

… … … … … … 

43 Good … Graduated 0.284 not pass 

 

8.6. Classification Model with Attribute Selection 

In the classification with the model using the best attribute selection, namely 6 

condition attributes and 1 decision attribute contained in table 11 which will be applied to 

test data (testing). 

Table 11 Attribute selection results 

No A4 … A32 Nilai Hasil prediksi 

1 Good … Graduated 0.759 Graduated 

2 Good … Tidak Lulus 0.577  Graduated 

3 Very Good … Graduated 0.794 Graduated 

… … … … … … 

43 Ba Good ik … Graduated 0.572 Graduated 

8.7 Evaluation and Comparison 

At this stage the results of the evaluation of the classification of all attributes use 

equation 2.4 to calculate accuracy using the cofusion matrix which produces an accuracy 

value of 62.79%. while the evaluation of naïve Bayes classification and attribute selection 

using the rough set algorithm uses equation 2.4 to calculate accuracy using the confusion 
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matrix produces an accuracy value of 67.44%. Based on the evaluation it is known that 

the use of the rough set method can increase the prediction results in the naïve Bayes 

classification from 62.79% accuracy to 67.44 % So that the use of rough sets and naïve 

bayes is very good and can be applied very well, and can be used in predicting the level 

of student understanding of object-oriented programming (PBO) courses. 

 

Figure 5. Comparison and accuracy chart 

9. Conclusion 
Based on the research that has been done the authors conclude as follows: 

1.   From the attribute collection process, 31 attributes were obtained that would be used 
in the implementation process using 2 methods, namely, Method A used naïve Bayes 
and roughset, and Method B only used naïve Bayes.  Dari proses pengumpulan data 
menggunakan kuesioner yang dibuat dengan media google form dan sebarkan ke 
prodi teknik informatika angkatan 2021 mata kuliah pemprograman berorientasi objek 
(PBO) yang berjumlah 146 responden. 

2.   Initially 31 attributes were eliminated into 6 attributes which will be used or processed 
using the Naïve Bayes method.  Dilakukan eksperimen dengan membagi data 
menjadi 2, yaitu data training dan data testing. Dimana data dibagi berdasarkan 
analisis statistik dengan rasio 70 : 30 untuk data training dan data testing yang 
dianggap sebagai rasio terbaik.  

3.   From the results of the comparison of methods that Method A is very influential and 
obtains high accuracy results compared to Method B.  Berdasarkan eksperimen 
Metode A klasifikasi Naïve Bayes dengan atribut yang diperoleh dari hasil eliminasi 
menggunakan Rough Set, dengan 6 atribut mendapatkan nilai akurasi sebesar 
67.44%. Pada Metode B klasifikasi Naïve Bayes dengan seluruh atribut, yaitu 
sebanyak 31 atribut mendapatkan hasil akurasi 62.79%. Maka dari hasil perbandingan 
2 metode tersebut bahwa Metode A lebih unggul dari pada Metode B dari sisi Akurasi. 

4.   From the points above it can be concluded that the classification process of Method 
A using the naïve Bayes algorithm and rough set is superior in terms of accuracy 
compared to Method B which only uses the naïve Bayes algorithm. 
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