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Abstract – Grade Point Average (GPA) that are below standard can cause various problems that 

cause a chain effect that causes a decrease in low GPA in the coming semesters. To maintain good 

student learning next GPA, it is necessary to have an approach to extract important information 

about the factors behind students. One way to dig up information is to make predictions by 

applying data analysis using data mining. In data analysis, this research used data that totaled 306 

student data consisting of 240 students who had a GPA and 66 students who did not yet have a 

GPA. The use of the rough set algorithm method as an attribute selection method for classification 

produces 4 attribute choices out of 14 attributes. To implement the classification, divide the data 

into 70% data training and 30% data testing on the model using all attributes and the model using 

attribute selection. In its implementation, it uses two models, namely a model that uses all the 

attributes to produce an accuracy of 83,58%. Meanwhile, the accuracy of the model using attribute 

selection resulted in an increase of 88,06%. So that predictions can be made on student data that 

does not yet have a GPA which results in a high GPA 47 students, a moderate GPA 4 students, and 

a low GPA 7 students. 
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1. Introduction 

Excellent and quality universities can be seen from the 

achievements of their students, one of which is in the 

form of the first semester student achievement index [1], 

[2]. Student achievement index that is below the standard 

can cause various problems that cause a chain effect 

causing a decrease in low performance in future 

semesters [3]. Low student performance index is caused 

by many factors behind these students such as mood, 

time management, relationships with family, lecturer 

explanations, living atmosphere, activities other than 

lectures, environmental adaptation, parental attention, 

socialization, class atmosphere, and ability to capture 

material [4]. So that to keep student achievement good, 

an approach is needed to explore important information 

about the factors behind students. To process information 

can use a new method that is useful for university 

management as monitoring the learning process, and 

taking the necessary policies to improve student 

achievement index [5]. Therefore, predicting student 

achievement index is important as for some studies using 

data mining techniques such as those conducted by 

Firdaus [6], Hasudungan [8], Tommy and Mahmud [7], 

Hasudungan and Pranoto [9], Timur and Beatrix [32], 

Rolansa, et al [21], Sonang, et al [27] Desiani, et al [3], 

Alverina, et al [1]. 

 course is one of the main things that is important for 

the running of the lecture activity process. In addition to 

the high willingness to learn from students, lecturers also 

have an important role in delivering lecture material that 

can be understood by students. Especially with regard to 

how a lecturer conveys the content of lecture material. 

Every lecturer who provides material has a different 

learning method for their students. Differences in the 

way lecturers teach greatly affect the results that students 

will get when the lecture process takes place. In addition, 

several factors that affect the level of student 

understanding such as learning readiness, learning order 

and so on also greatly affect student understanding, the 

existence of students who understand and do not 

understand greatly impacts the success of the learning 

process, therefore a prediction of the level of student 

understanding is very important. 

Naive Bayes itself is one of the methods that has 

advantages such as speed and accuracy in classifying 

data. Naive Bayes is a classification method that is very 

effective and also efficient in testing on large datasets to 

determine past patterns and find functions that will 

become future data assessment patterns. So this 

algorithm aims to classify data in certain classes. 

Naïve Bayes also has a drawback, namely when 

certain parameters are empty or have no value and Naïve 

Bayes excludes them, this affects the quality of the 

results issued, so a method is needed to select the best 

parameters, namely rough sets that can reveal hidden 
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patterns in the data and help predict [1]. 

Rough set method is a method that can deal with 

vague and inconsistent data. In Hasudungan, et al's 

research [2] previously used rough sets for attribute 

selection on naïve bayes which used rough sets to select 

attributes for predicting student achievement, the analysis 

results showed that the proposed model had an accuracy 

rate of 77.5%, and a lower result of 69%. The results of 

this study indicate that learning methods have a positive 

and significant effect on course understanding.  

Therefore, in this research the author will use rough 

sets to improve the accuracy of naïve bayes to select the 

best features and eliminate redundant features, and use 

this method to improve the performance (accuracy) of 

naïve bayes in predicting the level of student 

understanding of the course. 

2. Related Works 

Applying the C4.5 algorithm to predict the level of 

student understanding of courses [6]. Using the C4.5 

algorithm to determine the classification of students' 

level of understanding of programming language courses 

[4]. Predicting the level of student understanding of the 

course [8]. Using Naïve Bayes to predict student study 

period based on factors related to student academics [9]. 

Naïve Bayes to predict the level of student understanding 

of the data structure algorithm course [3]. Analysis of the 

naïve bayes method to predict the level of student 

understanding of courses based on sitting position [2]. 

Using the Decision Tree algorithm to predict academic 

achievement based on socio-economics, motivation, the 

role of lecturers, discipline and learning outcomes [6]. 

Using Decision Tree C4.5 to get a decision tree model 

with variables or attributes of the achievement index that 

affect the predicate of student graduation [8]. Using 

Naïve Bayes for predicting student academic grades by 

utilizing probability calculations and statistics of 

previous data to predict future data based on previous 

data [8]. Using Decision Tree and Naïve Bayes the 

accuracy results of the Naive Bayes method remain the 

largest, although the increase in accuracy value after 

optimization is lower than the Decision Tree method [9]. 

Implementation of correlation based feature selection 

(CFS) to increase the accuracy of the C4.5 algorithm in 

predicting student academic performance based on a 

learning management system [10]. 

3. Naïve Bayes 

Naïve Bayes is a classification algorithm based on the 

Bayesian theorem in statistics and can be used to predict 

the probability of belonging to a class. Naïve Bayes 

calculates the posterior probability value P(H|X) using 

the probabilities P(H), P(X), and P(X|H) where the X 

value is the testing data whose class is unknown. The H 

value is the hypothesis of X data that is a more specific 

class. The value of P(X|H), also called likelihood, is the 

probability of hypothesis X based on condition H. The 

value of P(H), also called prior probability, is the 

probability of hypothesis H. While the value of P(X), 

also called predictor prior probability, is the probability 

of X [8].   

( )
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X is the data with unknown class, H is the hypothesis 

that the data is a specific class P(H|X) is the probability 

of hypothesis H based on the condition of X (a posteriori 

probability), P(H) is the probability of hypothesis H 

(prior probability), P(X|H) is the probability of X based 

on the condition in hypothesis H, and P(X) is the 

probability of X. 

4. Rough Set (MDA) 

Rough Set theory was first introduced by Pawlak, who 

stated that Rough set is one of the mathematical methods 

for handling inconsistent and vague data[18]. In addition, 

the advantage of this method is that it does not require 

parameters or input because the information related to the 

data is taken from the data itself [18] As well as Pawlak 

proposed that rough set theory is founded on the 

assumption that with each member of the universe of 

discourse we connect some information. The rough set 

concept is a new mathematical technique to overcome 

vagueness, imprecision, and uncertainty [18].  

Rought set has various forms of development, one of 

which is Maximum dependency attributes is an attribute 

selection-based rough set that can find dependencies 

between attributes and can reduce excessive attributes. In 

reducing excessive attributes can use a way to calculate 

the dependency between attributes with other attributes 

based on the maximum dependency value of attributes on 

data [19].  

 

 
Figure 1. Rought set MDA solving scheme 

 The following information is based on the maximum 

dependency attributes completion scheme as a method of 

calculating attribute dependencies: 

4.1. Equivalence class 

Equivalence class is the first stage in applying the 

MDA rough set algorithm to find the equivalence class 

on each attribute of the set U by using the indiscernibility 

relation on each attribute with the definition of S = 

(U,A,V, f ) being an information system, D and C being 

part of A. If D is fully dependent on C, then 𝛼𝐵(𝑋) ≤ 

𝛼𝐶(𝑋), for all members 𝑋 ⊆ U. Based on that definition, 

IND(C) ⊆ IND(D) can therefore be applied to equation 

2. 

 

 (2) 
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4.2. Determine dependency 

Determine dependency is the next stage in determining 

the maximum dependency of attribute ɑʲ in relation to all 

attributes ɑᵢ, but ɑʲ ≠ ɑᵢ. The application can use equation 

3.. 

 

 

 
 

(3) 

4.3. Select the maximum 

Select the maximum is the stage of selecting the 

maximum dependency of each attribute The maximum 

attribute dependency level can be determined based on 

the more attributes that have the same value will get the 

dependency value. With the definition of S = (U,A,V, f ) 

being an information system, S = (U,A,V, f ) being an 

information system and 𝐶1, 𝐶2, ... , 𝐶𝑛 so that 𝐷 

becomes part of 𝐴. If 𝐶1 ⇒𝑘1 𝐷, 𝐶2 ⇒𝑘2 𝐷, ... 𝐶𝑛 ⇒𝑘𝑛 

𝐷, where 𝑘𝑛 ≤ 𝑘𝑛-1 ≤ ⋯ ≤ 𝑘2 ≤ 𝑘1, so that 𝛼𝐷 (𝑋) ≤ 

𝛼𝐶𝑛 (𝑋) ≤ 𝛼𝐶𝑛-1 (𝑋) ≤ ⋯ ≤ 𝛼𝐶2 (𝑋) ≤ 𝛼𝐶1 (𝑋) For 

every 𝑋 ⊆ U. As contained in equation 4. 

 

 

  

 

(4) 

5. Evaluation 

Before conducting the evaluation, first prepare the 

data processing. Data processing is a stage in data mining 

that is used to process data so that it can be run in the 

classification process. Data processing has the aim of 

reducing data, finding relationships between data, 

normalizing data, removing outliers and extracting 

knowledge to do this requires several techniques, namely 

Data cleaning, Data integration, Data transformation, and 

Data reduction. After that, the evaluation stage is ready 

to run.  

Evaluation is the measurement of an algorithm's 

performance against data. The evaluation process 

assesses interesting patterns or prediction models 

whether they have fulfilled the initial hypothesis or not. 

Evaluation of classification-type data mining is done by 

testing the prediction process of object truth. Confusion 

matrix is one way that is often used in the process of 

evaluating classification data mining models by 

predicting object truth. The testing process utilizes a 

confusion matrix that places the prediction class at the 

top of the matrix then the observed source is placed on 

the left side of the matrix. Each cell of the matrix 

contains a number that displays the actual number of 

cases of the class being observed (Muslim et al., 2019). 

Table 2.5 describes an example of a classification 

process confusion matrix. 
Table 1 

Confusion Matrix 

 Action True Action False 

Predict True 
TP  

(True Positive) 
FP 

(False Positive) 

Predict 

False 

FN 

(False Negative) 
 

TN 

(True Negative) 

 

To measure the accuracy of the model, equation 5 is 

used to calculate the accuracy results. 

 

  =  
(5) 

As for calculating the error rate, it can be defined by 

equation 6 as follows. 

 

 =  
(6) 

And to calculate the accuracy (precison) of measuring 

data that has been predicted to be positive with the 

correct and incorrect reality can use equation 2.9. 

Meanwhile, to calculate the sentivity (recall) of many 

successful data when predicted by the comparison of all 

data that is in fact positive can use equation 2.10 as 

follows.  

 

 (7) 

 
(8) 

6. Metodelogy 

6.1. Flowchart 

This research will focus on comparing or comparing 

the prediction of student achievement index using the 

naïve bayes algorithm using rough sets and without using 

rough sets with the flow stages as shown in Figure 1. 

 
Figure 1. Research of flowchart 

In the initial stage of the research, processing the 

collected data will be carried out data processing where 

this step performs data cleaning and data transformation, 

data cleaning is carried out to remove incomplete or 
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empty data and duplicated data that has the same content, 

while data transformation will group numerical data and 

convert it to categorical so that it can be processed when 

running attribute selection and modeling for 

classification. classification modeling will be divided 

into two, namely, the first will use all data with the naïve 

bayes algorithm and then evaluate the final results, the 

second by running the rough set algorithm first to select 

the best attributes to be used. then classify with the naïve 

bayes algorithm, then evaluate the final results. Then 

perform classification with the naïve bayes algorithm, 

then evaluate the final results. The last step is to compare 

the final results of the first model without selecting 

attributes and the second model that uses attribute 

selection with the rough set algorithm.  

6.2. Data collection 

In this study, data collection used a questionnaire 

distributed to students of the 2020 and 2021 faculties of 

science & technology majoring in informatics 

engineering at Universitas Muhammadiyah Kalimantan 

Timur (UMKT) using google form which can be seen in 

appendix 1. The data obtained uses attributes regarding 

student background factors obtained from [3][8].   

 
Table 2 

Attribute table used in research 

Simbol 
Nama 

Atribut 
Deskripsi Keterangan 

A1 
 

Student 

Name 

Contains the identity of 

the student's name 

Full name of 

student 

A2 NIM 
 

Contains student 

identification number 

Student 
identification 

number 

A3 Gender 

 
Nominal data, contains 2 

categories, male and 

female 

Student gender 

A4 
Place of 

Residence 

 

Ordinal data, contains 4 

categories, with family, 
with parents, boarding 

house, and contract with 

friends. 

Student status of 
residence 

A5 Wedding 

 

Nominal data, contains 2 

categories, married and 

unmarried 

Marital status of 

students 

A6 Jobs 
Nominal data, containing 

2 categories, yes, and no 

Status of 
students 

working while 

studying 

A7 
Previous 

Education 

Nominal data, Contains 

3 categories, SMA, 
SMK, and MA 

 

Type of 

education of 
students before 

entering college 

A8 

Previous 

Education 
Status 

 
Nominal data, Contains 

2 categories of public, 

and private 

Previous 

student's school 
status 

A9 
Marital 

Status of 

Parents 

 

Nominal data, Contains 

2 categories, married and 
separated 

Marital status of 

parents 

A10 Father's  Educational 

Education Ordinal Data, Contains 7 

categories of not in 
school, completed 

elementary / MI, 

completed junior high 
school / MTs, completed 

vocational / high school / 

MA, and completed 
college S1, S2, S3 

status of 

student's father 

A11 
Mother's 

Education 

 

Ordinal Data, Contains 7 
categories of not in 

school, completed 
elementary / MI, 

completed junior high 

school / MTs, completed 
vocational / high school / 

MA, and completed 

college S1, S2, S3 

Educational 

status of 
student's mother 

A12 
Father's 

occupation 

 

Nominal data, contains 5 

categories: not working, 
laborer, private, civil 

servant, and non-civil 

servant. 
 

Employment 
status of 

student's father 

A13 
Mother's 

Occupation 

 

Nominal data, contains 5 
categories of laborers, 

private sector, civil 

servants, non-civil 
servants, and 

housewives. 

Employment 

status of 

student's mother 

A14 

Many 

Family 
Members 

Fill in the number of 

family members 

Number of 
student family 

members in one 

house 

A15 

Provisional 

Grade Point 

Average 
 

Ratio data, student 

achievement index 

Semester 

student 

achievement 
index 

 
Table 3 

Student achievement index category table 

GPA Category 

< 2.5 Rendah 

2.5 < 3 Cukup 

3 > Tinggi 

 

Table 4 

Family size category table 

Number of family members Category 

< 4 Kecil 

5 < 6 Sedang 

7  > Besar 

 

7. Hasil dan pembahasaan 

7.1. Research data 

In this study, we will use 306 total informatics 

engineering student data obtained from 240 informatics 
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engineering student data from the class of 2020 to 2021 

which will be used to calculate the accuracy of algorithm 

performance and 66 data on students in the class of 2022 

majoring in informatics engineering, faculty of science 

and technology at Muhammadiyah University of East 

Kalimantan which will be used as predictions 

. 

 

 
Figure 2. Total Data Collected 

Data collection uses a google form questionnaire 

distributed to each informatics student whatsapp class 

group, and also collects data directly to each class using a 

printed questionnaire. The questionnaire distributed uses 

14 attributes which can be seen in table 3.1. While there 

is 1 attribute, namely the first semester grade point 

average of informatics engineering students totaling 435 

student data consisting of the 2020 batch of 195 data and 

2021 batch of 240 data, which is obtained from the 

Bureau of Academic Administration (BAA) following 

the example in table 5.  
Table 5 

GPA data collection 

Nama Indeks Prestasi 

Ahlada  3.3750 

Salsabila 3.4750 

Suryadi 3.5000 

… … 

Anton  2.9750 

 

7.2. Pemprosesan data 

After the collected data is ready, the next step is to 

process the data so that it can be used in the attribute 

selection process and the classification process. Because 

the data must be in a state where there must be no empty 

data and categorical data types. The way to process data 

goes through three stages, namely data integration, data 

cleaning and data transformation. 

At this stage, it will combine the student achievement 

index data which will be combined with the data 

obtained from the questionnaire into one unitary data 

referring to the Nim attribute column. So that it can be 

combined as an example in the 2020 and 2021 batch data 

seen in table 4.2 and the 2022 batch data does not have 

an achievement index attribute can be seen in table 6 

 

Table 6 

Data collection from google form  

Nim 
Jenis 

Kelamin 

Tempat 

Tinggal 

Status 

Mahasiswa 
… 

Jumlah 

Keluarga 

2211102***** 
Laki - 

Laki 

Bersama 

Orang Tua 

Belum 

Menikah 
… 1 

2211102***** 
Laki - 

Laki 

Bersama 

Keluarga 

Belum 

Menikah 
… 6 

2211102***** 
Laki - 

Laki 

Bersama 

Keluarga 

Belum 

Menikah 
… 1 

2211102***** 
Laki - 

Laki 

Bersama 

Keluarga 

Belum 

Menikah 
… 3 

… … … ... … … 

2211102***** 
Laki - 

Laki 
Kos 

Belum 

Menikah 
… 4 

 

In the data cleaning stage, we will delete data with 

missing value status, incomplete data, and duplicated 

data so that later it can be used for the attribute selection 

and classification process. The next step is to delete the 

data whose results are in table 7. 

 
Table 7 

Total data collection 

Data 

Mahasiswa 
Tahun 2020-2021 Tahun 2022 

Terduplikasi 8 data 1 data 

Missing 

value 
10 data 7 data 

Total 18 data 8 data 

 

Based on the total data of 306 student data, it is 

cleaned so that it becomes a total of 280 student data. 

Consisting of 222 data on students from 2020 to 2021, 

and 58 data on students from 2022. 

The data transformation stage will change the numeric 

data type into categorical data so that it can be used in the 

attribute selection and classification process. Data 

transformation is carried out by changing the value of the 

family size attribute according to the rules for dividing 

the family size category in table 3.3 and the value of the 

first semester student achievement index attribute 

according to the rules of the university academic guide in 

table 4. So that it can be applied to sample data as in 

table 6. The data will be categorized through the 

Microsoft excel application found in appendix 5. 

 
Table 9 

Data integration from size family  

Nim 
Jenis 

Kelamin 

Tempat 

Tinggal 

Status 

Mahasiswa 
… 

Jumlah 

Keluarga 

2211102***** 
Laki - 

Laki 

Bersama 

Orang Tua 

Belum 

Menikah 
… Kecil 

2211102***** Laki - Bersama Belum … Sedang 



6 

 

Laki Keluarga Menikah 

2211102***** 
Laki - 

Laki 

Bersama 

Keluarga 

Belum 

Menikah 
… Kecil 

2211102***** 
Laki - 

Laki 

Bersama 

Keluarga 

Belum 

Menikah 
… Kecil 

… … … ... … … 

2211102***** 
Laki - 

Laki 
Kos 

Belum 

Menikah 
… Kecil 

 

7.3. Pemilihan atribut dengan algoritma Rough set 

In this study, based on 226 data from the 2020 and 

2021 batch students, a consistent value equal to 1 was 

obtained, which stated that the data was very consistent. 

The value is calculated using the help of the rst-tools 

python library and the Google Colab web application 

which can be used to write programs, while the 

programming language used is python programming 

language. 
Table 8 

Tabel kategori jumlah anggota keluarga 

Sign Maximum Dependency 

A5  1.0 

A6 0.03982300884955752 

A3 0.022123893805309734 

A4 0.004424778761061947 

 

Based on the dependency value obtained, attribute 

reduction is carried out so that the results of the attributes 

amount to 4 condition attributes, from the initial 

attributes totaling 14. The best condition attributes are 

(A5) Student marital status, (A6) Students studying while 

working, (A3) Gender, and (A4) Student residence status. 

The results of this attribute selection will be used in the 

classification while the remaining attributes will be 

deleted because they are not used. 

7.4. Naïve bayes implementasi 

In performing classification using the naïve bayes 

method using the help of data analysis applications, 

namely Rapiminer. In the process, it will divide into two 

models as in the research flow picture 3.1, where the first 

model will directly classify using all 15 attributes. While 

the second model will perform classification using 

attributes that have been selected using rough sets. 

Before classifying, the 2020 and 2021 batch student data 

will be divided into two parts with a percentage of 70% 

training data totaling 155 data and 30% testing data 

totaling 67 data.  

After dividing the data, the next step is to calculate the 

probability value on the decision attribute labeled 

"High", "Fair", and "Low". Based on training data 

totaling 155 data. Obtained decision attributes labeled 

"High" as much as 120 data, "Enough" as much as 14 

data, and "Low" as much as 21 data. 

 

 

 

 

 

 

 

 

 

 

 

The next step is to calculate the value of each 

supporting attribute in the training data using equation 

2.1. One example of calculating the probability value on 

the gender attribute labeled "Male", and "Female" based 

on the student achievement index labeled "High", "Fair", 

and "Low". 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The next step calculates all the values obtained on each 

attribute that will be used during classification using 

equation 2.1 which is applied to the 1st testing data. 

 

 P(Tinggi)= 0,716666667× 0,236263736×… 

×0,774193548 = 0,99689972548 

 

 

 P(Cukup)= 0,714285714× 0,401098901×… 

×0,090322581 = 0 

 

 

 P(Rendah)= 0,904761905 × 0,115384615×… 

×0,135483871 = 0,00310027339 

 

 

Based on the results of the above calculations, it can be 

seen that the probability value of the "High" achievement 

index is greater than the others. So that the prediction of 

the 1st testing data can be said to get a "High" index of 

achievement. 

7.5. Evaluation 

Evaluation processing uses the help of a confusion 

matrix table applied to 67 testing data and the first two 

models use all attributes and the second model uses 

attribute selection. In calculating accuracy can use 

equation 7. And for the comparison of the accuracy of 

the two models is in Figure 1. 

 
Table 10 

Confusion matrix table of the first model 

Confusion Matrix  Facts  
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Tinggi Rendah Cukup 

Prediksi 

Tinggi 52 1 2 

Rendah 2 3 2 

Cukup 1  3 1 

 

Accuracy =(52+3+1)/(52+1+2+2+3+2+1+3+1)  

×100%=56/67=0,8358×100% 

=83,58% 

 

the first model uses all available attributes to perform 

classification without attribute selection. 

 
Table 11 

Confusion matrix table of the second model 

Confusion Matrix 

 Facts  

Tinggi Rendah Cukup 

Prediksi 

Tinggi 53 1 3 

Rendah 2 6 2 

Cukup 0 0 0 

 

Accuracy =(52+6)/(53+1+3+2+6+2+0+0+0)  
×100%=59/67=0,8358×100% 

=88,06% 

 

 

  

Figure 3. Classification model accuracy 

Based on the evaluation, it is known that the use of the 

rough set method can improve the prediction results on 

naïve bayes classification from 83.58% to 88.06% 

accuracy. So that the use of rough sets and naïve bayes is 

very good and can be applied very well, and can be used 

in predicting the first semester grade point average of 

2022 students. 

7.6. Implementasi 

In this stage, we will predict the grade point average of 

the 2022 batch of students who do not have decision 

attributes or classes using the naïve bayes classification 

method with the selection of rough set attributes so that 

the steps will be as in the previous stage, namely using 

the same attributes as found in table 8 then apply the 

naïve bayes classification with the results found in 12. 

This classification model is used because the results of 

the attribute selection accuracy comparison are higher 

than using all attributes to perform classification.  

 
Table 12 

Result of GPA 2022 

Status 

Tempat 

Tinggal 

Status 

Menikah 

Peluang 

Tinggi 

Peluang 

Cukup 

Peluang 

Rendah 

Hasil 

Prediksi 

Laki - 

Laki 

Bersama 

Orang Tua 

0,9794 0,0092 0,0112 Tinggi 

Laki - 

Laki 

Bersama 

Keluarga 

0,9832 0,4397 0,0166 Tinggi 

Laki - 

Laki 

Bersama 

Keluarga 

0,9832 0,4397 0,0166 Tinggi 

Laki - 

Laki 

Bersama 

Keluarga 

0,8055 0,0040 0,1903 Tinggi 

… … … … … … 

Laki - 

Laki 

Kos 0,0884 0,7020 0,2094 Rendah 

 

 

 
 

Figure 4. Predicted results of the class of 2022 

Based on the classification results using attribute 

selection, there are 47 students who have the potential to 

get a high achievement index, 4 students get a sufficient 

or standard achievement index, and 7 students get a low 

achievement index from a total of 58 data contained in 

Figure 4. 

8. Kesimpulan 

A student's grade point average can cause a chain of 

problems in the coming semester. Therefore, predicting 

student performance index is very important. In 

predicting student performance index, we can implement 

data analysis methods based on student background 

factors by utilizing rough set and naïve bayes algorithms 

in predicting student performance index. So that in the 

research analysis, the following conclusions can be 

obtained:  

 

1) This research collected all data on informatics 

engineering students from 2020 to 2022 which 

amounted to 280 data, consisting of 222 data on 

students from 2020 to 2021 and 58 data on 2022 

students. The data for this study were obtained from a 
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questionnaire using google form. 

2)  In selecting attributes using the rough set algorithm 

method, 4 attributes are obtained, namely gender, 

student residence status, student employment status, 

and student marital status. 

3)  3)  Evaluation results in predicting student 

achievement index using data from 2020 to 2021 by 

dividing 70% training data into 155 data and 30% 

testing data into 67 data in the naïve bayes algorithm 

resulted in an accuracy of 83.58%. Meanwhile, the 

combination of the naïve bayes algorithm and the 

rough set algorithm increased by 88.06%. 

4)  The results of the implementation using a 

combination model of the naïve bayes algorithm and 

the rough set algorithm in predicting student 

achievement index on the data of informatics 

engineering students class of 2022 resulted in 47 

students potentially getting a high achievement index, 

7 students potentially getting a low achievement 

index, and 4 students potentially getting a standard or 

sufficient achievement index. 
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